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Motivation

The Directed Feedback Vertex Set is an NP — complete problem with various
applications. I decided to research the scientific advances and current solutions that
approach the problem exactly and heuristically. At the same time, encouraged by this
year’s edition of PACE [1]], I have created a solver that finds results close to the global
optimum in a short time. Through the competition, I examined the solution’s perfor-
mance in large instances, built on different patterns inspired by the real world, and
compared the results obtained with those of other competitors. At the end of the com-

petition, I made a short paper[2] which I registered at a conference.



Chapter 1

Introduction

Competitive Programming can be considered a mind sport, just like chess. In gen-
eral, it refers to solving as quickly as possible a large percentage of a set of problems of
an algorithmic nature. The scientific committee has a set of correct solutions for each
problem and demonstrations. In essence, the process of solving a problem consists of 2
stages. The first stage is the design of the algorithm used, and the second is the imple-
mentation of ideas for the problem’s constraints. Thus, depending on the time limits,
the memory, and the dimensions of the input data, the competitor will carefully choose
the data structures to be used and develop a program with a complexity good enough
to pass all the evaluation tests under the specified conditions. The competitor will
use his knowledge of mathematics, algorithms, and data structures in the first phase,
after which he will choose a programming language that he masters and implement
the solution in a straightforward and fast way. The primary skills that a person with
experience in competitive programming acquires are solving complicated problems,
working in a team, working under stressful conditions, efficiently managing time and
deadlines, and minimizing errors. It also shows that the person is disciplined, focused,
and fast, which are essential skills. This way, a person with experience in competitive
programming can deliver high-quality software products better and deal with research

problems.

1.1 Classical Contests

Today, competitive programming is more popular and more accessible than ever.

Classic contests mean competitions in which, for each requirement in a problem, either



the total associated score is awarded if the competitor solves correctly, or no points
are awarded at all otherwise. Internationally, the most prestigious competitions in-
clude those for students in schools, such as the International Olympiad in Informat-
ics, the Baltic Computer Science Olympiad, the Central European Computer Science
Olympiad, those for university students, as the International Collegiate Programming
Contest, and those open to the general public such as FIICode, Facebook Hacker Cup
or Google Code Jam.

1.2 Optimization Challenges

Another type of programming competition closely related to competitive pro-
gramming is those in which an optimization problem is given. Competitors must de-
velop a program that finds a solution as close as possible to the global optimum. Often,
the problem only supports exponential complexity algorithms, and competitors create
solutions that use mathematical observations, greedy assumptions, genetic algorithms,
or neural networks. Perhaps the most famous such contest is Google Hash Code. Other
important international competitions include Parameterized Algorithms and Compu-
tational Experiments (PACE), International Student Competition in Structural Opti-
mization (ISCSO), DIMACS Implementation Challenge, Model Counting Competition,
and several competitions organized by Huawei. The problem may be a variation of a
classic NP — hard problem chosen to encourage the public to become familiar with
the problem and come up with new observations that will later materialize into new
efficient algorithms that can solve it. Also, some competitions are organized by compa-
nies that bring real problems encountered by them in the industry. For example, in the
last two years, Huawei has organized a tournament composed only of optimization

problems.



Chapter 2

Pace Challenge

Parameterized Algorithms and Computational Experiments (PACE) Challenge
is an annual optimization competition that started in 2016. Anyone can participate
alone or as a team member, although most participants are researchers and Ph.D. can-
didates. University professors from more than 9 European countries form the scientific
committee. So far, the committee has chosen the following challenges: Cluster Edit-
ing, Treedepth, Vertex Cover, Hypertree Width, Steiner Tree, Minimum Fill-In and
Undirected Feedback Vertex Set for which the participants had to develop a heuristic
track and or an exact one.

The challenge of the 7th edition is Directed Feedback Vertex Set. A team can
compete with up to 3 solvers who do not share a common code base. For each track,
200 instances are created. Half are public and represent the tests based on which the
preliminary ranking is created. After submission, the competitor’s sources are re-
evaluated, but this time on all 200 tests. Based on the final results, those in the first
place are invited to the Award ceremony at the International Symposium on Param-
eterized and Exact Computing (IPEC 2022) in September, when the challenge of the
next edition will be announced.

For both the exact and the heuristic version, a light version of the contest is pro-
vided, where the ranking is made only by the ten smallest instances from the public
ones. The running time is much shorter than in the official competition, the idea be-
ing to familiarize users with the submit system and test specific solutions quickly and
compare them. In the official competition, the program is limited to 8 GB of mem-
ory per heap, 8 MB per stack, 10 minutes running time for the program, and 6 hours

time penalty between two consecutive submissions. Communication with the tech-



nical and scientific committee members is encouraged during the competition. The
ranking is built on the last submission of each participant (not the best on public tests).
The period in which submissions can be made is about three months, and in the last
days, although the participants can send their sources, the scoreboard remains frozen.
After the deadline for submitting the code, two weeks are available for the descrip-
tions of the solutions to be uploaded through easychair.org. The descriptions of the
best programs will have the chance to be published at a conference.

The goal of the project can be found described on PACE website in [1]. Due to
this project, highly appreciated papers were born such as [21]], [20], [9], [5].



Chapter 3

Directed Feedback Vertex Set Problem

A feedback vertex set of a graph is a set of nodes with the property that each
cycle contains at least one vertex from the set, i.e., the removal of all vertices from a
feedback vertex set leads to an acyclic graph. This problem is one of the first shown to
be N'P — complete, being part of Karp’s 21 NP — complete problems[13]. It is essen-
tial to solving the problem quickly because of its applications in various areas, such as
Bayesian inference [17] and deadlock recovery. It is an element to characterize the be-
havior of modeled biological systems by differential equations [6], [8] and is significant
in the model reduction of Boolean Networks [14].

The decision problem for FVS is as follows:

FEEDBACK VERTEX SET

Instance:  An (undirected or directed) graph G = (V, F) and a positive integer k.
Parameter: &

Question:  Does there exist a vertex subset of size at most k that intersects every

cycle in G?

A parameterized problem is called fixed-parameter tractable if it can be solved in
O(f(k) - p(n)), where n is related to the size of the problem instance, p is a polynomial
function, k is a fixed parameter, and f is an arbitrary function that can be computed.
In NP — complete problems, the function f(k) is not expected to be polynomial. An
equivalent parameterized problem (7', ¢) is a kernel for (G, k) if it can be reduced from
it in a time determined only by £, where ¢ is obtained only from £, and H is bounded

by a function dependent only by &.



In 2008, Chen et al. proposed an FPT branching-based algorithm [11] with a run-
ning time the 4%k - n®Y after 15 years when the FPT Status of DFVS had been an open
problem. Recently, Benjamin Bergougnoux et al. have made significant progress in
resolving the existence of a polynomial kernel, opening new directions for future re-
search [19].

Let us talk about some heuristic approaches to the problem. There must be men-
tion at least three papers that solve the problem through a simulated annealing algo-
rithm [18], a genetic algorithm [7], and a greedy algorithm that uses reductions and
include a randomized local search [15]. I implemented a solver for each of the three
approaches. I made comparisons using custom tests, tests from problems on the in-
foarena educational archive, and the 100 public instances from the competition.

A repository where these programs are found along with other auxiliaries such
as a checker to verify if the output is a Directed Feedback Vertex Set or another that
helps to read the data in the format provided by the organizers can be found in the
pace-2022 release on GitHub [3].

Of all these algorithms, the last one proved to be the most efficient in terms of
time and quality of the result. In the continuation of the thesis, the solver I created
based on the last approach mentioned above is described and analyzed. Also, a shorter
presentation about it, the one submitted to the conference, is loaded in [2] and the

source code is available on GitHub [3], and Zenodo [4]



Chapter 4

High-Level Description

The algorithm I used can be structured in 3 stages to be easier to understand. In
the first stage, a solution set is obtained by alternating two processes until the graph
becomes empty. The first consists of reducing the graph to one with fewer vertices or
edges, which allows a common optimum. The second process consists of the heuristic
selection of a node that must be part of the solution. In the second stage, I try elim-
inating the redundant nodes from the solution obtained in the previous step. In the
last part, several local searches are performed starting from a subset of the best-known
solution.

The problem can be viewed in the following way. I have to place each vertex
in a set A or a set B such that at the end, A is a minimum feedback vertex set and B
is the acyclic remainder. A group of vertices can be placed in A or B based on some

verification done in polynomial time.



4,1 Preliminaries

Let G = (V, E) be a directed graph.

e N;(v)={ueV|3I(u,v) € EAHv,u) € E}, da(v) = |Ng (v))];

NGi(w)={ueV|Huwv) e EAIv,u) € E}, d&(v) = NG ()];

Né?(v) ={ueV|3Iu,v) e EAI(v,u) € E}, dé(v) = |N§(v)|;

G —v=V\{v}, EN{V\{v}} x {V\{v}}});

Gowv=(V\{vhEn {{{V\{v}} x {V\{v}}} U {{Ng(v) U NZ(v)} x {Ng(v) U
NG (0)});

G is a diclique if Vz,y € V,x # y and {(z,y), (y,z)} C E.

For a node v, elements of {N(v) U N3 (v)} are named predecessors and elements
{Ng(v) U NZ(v)} are named successors. I will refer to G — v operation as vertex v
removal (remove v together with all its adjacent edges) and to G o v operation as vertex
v merger (connect all its predecessors with all its successors and exclude v from the
graph). Also, during the paper, by (D/M)FVS, I will refer to the (Directed /Minimum)
Feedback Vertex Set.

4.2 Reduction Rules

The following two operations are considered to be reductions:

¢ If a vertex can be part of set A without affecting the solution’s optimality, I re-

move it and eventually introduce it in the solution set.

¢ If a vertex can be part of set B without affecting the solution’s optimality, then I

merge it.
We make usage of 8 reduction rules described in [16]], [12] and [15].
Reduction Rule 1. If there exists a vertex v € V and an edge (v, v) € E, remove v.

In this case, vertex v contains a self-loop. It is erased and inserted into the solu-

tion.
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Reduction Rule 2. If there exists a vertexv € V, (v,v) ¢ E with d;(v) + d5(v) < 1 or

d5(v) + d5(v) < 1, merge v.

Vertex v can have dj(v) = 0 or d;(v) = 0, then it can not be part of any cycle.
Otherwise, d,(v) = 1 or d;(v) = 1, connecting all its predecessors with all its successors
and excluding v from the graph (merge operation) will not affect the optimality. In both
scenarios v is not considered in the solution.

In example below vertex Z is merged because d(Z) = 0 and d;(v) = 1.

O—® = O,
® @ ®

Fig. 1. Concept of the Second Reduction

Reduction Rule 3. If there exists a vertex v € V, (v,v) € E, min (d;(v),d5(v)) = 0 and

NZ(v) forms a diclique, remove Nz (v) and merge v.

The critical observation here is that in a diclique, at most, one node will not be
part of the solution because any two vertices form a cycle. Thus, the diclique can be

viewed as a single node, so rule two can be applied further.

S

Fig. 2. Concept of the Third Reduction

Node D ca be merged and not included in DFV'S, {C, E} can be removed and
included in DFV'S.

Reduction Rule 4. If there exist vertices u, v € V, (u,v) € EA (v,u) ¢ E and u and v
are in different strongly connected components of the graph (V, E\{E N {(z,y),Vz €
V,y € NZ(2)}}), erase (u,v).

Edges between vertices in different strongly connected components are not part

of any cycle (otherwise, the vertices would be in the same component). Thus all these

11



edges can be deleted. Furthermore, in a diclique with two vertices, at least one node
will be removed, so edges that are part of a diclique can be ignored when strongly con-

nected components are computed.

)
o
o

Fig. 3. Concept of the Fourth Reduction
Edges (A, C) and (A, D) can be removed.

Reduction Rule 5. If there exist vertices u, v € V, (u,v) € E A (v,u) € E and (Ng (u) C
{Ng () UNG(0)}) V (NE(v) C {NG(u) U NG (u)}), erase (u, v).

The idea with this rule is to delete a set of edges with the property that there is
no minimal cycle using them since only minimal cycles need to be broken to compute
the feedback vertex set.

The following three reduction rules are obtained based on reduction rule three

together with the idea that, at most, one node in a diclique is not part of the solution.

Fig. 4. Concept of the Fifth Reduction
In both examples, (A, B) can be erased.

Reduction Rule 6. If there exists a node v € V, (v,v) ¢ E such that { N/ (v) U N&(v)}

or {N; (v) U NZ(v)} forms a diclique, merge v.

Let’s consider an example where { N/ (v) U NZ(v)} is a diclique and N (v) # 0.
Since { N/ (v)UNg (v)} is diclique, it can be compressed to at most one node. That node
can be either part of N (v) or NJ (v). In both cases node v can be reduced using second

reduction. Such an example is shown in Fig. 5.

12



e
OROSOE0
Fig. 5. Concept of the Sixth Reduction

Vertex B can be merged and not included into DF'V'S.

Reduction Rule 7. If there exists anodev € V, (v,v) € E and {N; (v)UNZ (v)UNZ(v)}
can be split in two sets, Nz (v) is included in one of them and each set forms a diclique,

merge v.

That diclique containing Nz (v) can be reduced to a single vertex, having at most

two edges with v.

Fig. 6. Concept of the Seventh Reduction

Vertex B can be merged and not included into DF'V'S.

Reduction Rule 8. If there exists a node v € V, (v,v) € E, d5(v) = 0 and {NJ (v) U

Ng (v)} can be split in at most three sets and each set forms a diclique, merge v.

Each diclique can be reduced to a single vertex. Therefore v will have at most

three edges, one for each successor or predecessor.

(BX X9
@)

O®C
XX

Fig. 7. Concept of the Eighth Reduction

Vertex A can be merged and not included into DFV'S.
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4.3 Stagel

In the first part of the algorithm, reduction rules are applied until the graph no
longer supports any. If the graph is not empty, a promising vertex is selected to be
part of the solution and removed. These two operations are performed until the graph
becomes empty. A vertex v is considered the best candidate in the selection process
if it maximizes among all the other vertices either (dj(v) + d5(v)) - (dg(v) + d5(v)) or
d5(v) - 00 + dg(v) - d5(v). The higher the value in the function, the more promising
the node is to be part of the solution set. The first criterion is obtained based on two
observations: a node with many neighbors is more likely to be part of many cycles.
Therefore, it is chosen to the detriment of another node with few neighbors. At the
same time, a node for which the difference between the internal and external degree
is small will be chosen in favor of a node with the same number of neighbors but for
which the difference is greater. This is because the node with the big difference is
closer to the situation where it loses enough neighbors to be reduced by a reduction
operation. The second criterion chooses the vertex with the highest dZ; value. In the
case of a tie, the same criterion described earlier is applied. Other criterion that I used
and obtained a satisfactory result but lower than the two above is (df(v) + dg(v) +
d5(v)) — a- |d5(0) + ds(v)],a € (0,1]

Although these three lead to excellent results, they do not always make the best

choice.

Fig. 8. Example of a Heuristic Selection Failure

{A, B} forms a 2-diclique, d5(A) = d5(B) = 3;
{C, D, E} forms a 3-diclique, d5(C) = d5(D) = d5(E) = 4;
{X,Y} are not part of any diclique, d5(X) = d5(Y) = 5.

14



According to the above criteria, nodes X and Y will be removed first, the rest
acyclic consisting of a node of {A, B} and a node of {C, D, E'}. If I also have a node Z
whose set of neighbors is the same as that of X or Y/, the result obtained by applying
the criteria would not be optimal because you would have removed the nodes of max-
imum degree firstly, i.e., X, Y and Z, and the cardinal of the solution would have been
6 (for example {X,Y, Z, A, C, D}). But the optimal solution contains 5 nodes, namely
{A,B,C, D, E}.

Algorithm 1 Stage I
Require: G— a directed graph, o € (0, 1]
F«9

E < getNumberO f Edges(G)
while G # () do
G, F < useLight Reductions(G, F)
if £ <a-getNumberO fEdges(G) then
G, F <+ useHeavyReductions(G, F);
E < getNumberO f Edges(QG)
end if
if G # () then
V <« selectVertex(Q)
G < remove(G,V)
F+—FuUV
end if
end while

return F

15



4.4 Stage Il

After several vertex selections, some of them may become redundant in the solu-
tion, i.e., they are not part of any cycle, so that they can be excluded from the feedback
vertex set. To maximize the number of excluded vertices, I take them in the reversed
order of their insertion and introduce them in the acyclic graph. At a fixed vertex, I
check if the resulting graph is acyclic or not using an optimized version of the Tarjan
algorithm for computing strongly connected components. If the graph is acyclic, the
vertex will be erased from the solution, and the graph will keep the changes. This step

is presented in [15] and [10].

Algorithm 2 Stage I1
Require: G - a directed graph, F'-a DFV S of G, A - the acyclic remainder of G \ F

forallv € F'do
if isAcyclic(AU {v}) then
A+ Au{v}
F«+ F\ {v}
end if

end for

return F

Fig. 8. Example of a redundant vertex

Suppose that nodes A, B, C, D have two more neighbors just like X, so that they
all have only three neighbors and d5(A) = d5(B) = d5(C) = d5(D) = 3and d5(X) = 4.
Also, due to the graph’s structure, all five nodes are introduced in the solution set

within the heuristic choice. In this case, node X (chosen before the others) can be re-

16



moved from the solution because all its neighbors are in the solution, so it has no way

to be part of any cycle.

4.5 Stage III

In the last part of the algorithm, several local searches are performed [15]. A local
search runs the same process as the one presented in stage one but on a subgraph of G.
Subgraphs are obtained by removing a specific subset uniformly random from the best
feedback vertex set found so far, together with a particular subgroup from the acyclic
remainder. Additionally, a slightly modified version of the algorithm from stage two
is applied to the new solution depending on the remaining time. Although the results
of this local search are outstanding and often reach the optimum, finding the optimal

solution is not always guaranteed.

Algorithm 3 Stage III
Require: G - a directed graph, F'-a DFVSof G, a € (0,1]

while availableTime do
F' + getRandomSubset(F);
G+ G\ F;
S <« Stagel (G', «v)
S <« StagelI(G',S,G"\ S)
S SUF
if | S| < |F| then
F+S
end if
end while

return F

17



Chapter 5

Implementation Details

First of all,  mention that I used C'++ because it is a fast language, C'+ + runtime
is more predictable since it has fewer hidden costs, the code is shorter compared to
an analog one in Jawva, it uses less RAM, and it has an extensive library called the
Standard Template Library, which is a collection of C'++ templates to provide common
programming data structures and functions. During the development of the program
and due to the low limit of the stack’s memory limit and the relatively low time limit,
I minimized as much as possible the number of variables and data structures allocated
locally, declaring them globally.

To keep the actual graph in memory, I used adjacent lists implemented as a vector
of unordered sets. This is because the adjacent lists of nodes may support changes
(delete or insert), allowing operations to reduce or remove nodes based on the heuristic
selection. A node v holds three unordered sets with the elements of N/, (v), Nz (v) and
NZ(v). An unordered set with all the edges of the graph is also kept to check for specific
edges. This type of set is implemented using hast tables and has average search, delete
and insert time O(1), making it the ideal data structure for this problem.

Using this data structure, I can identify in O(1) nodes that the first two types of
operations can reduce. Each time I delete or add an edge, I check for both incident
nodes to see if they can be reduced. If so, I will put them in a stack specific to the
reduction criterion that may apply. Thus, I will have a stack for vertices that have self-
loop, a stack for vertices that have the external or internal degree equal to zero, and
another for nodes with the internal or external degree equal to one. I will use only the
nodes in the specific stack when I want to reduce the graph by a particular operation.

For the other reduction criteria, it is necessary to go through the entire list of nodes or

18



edges as the case may be.

Another essential detail to mention is that for the reason of the low memory limit
for the stack and the large instances where the number of edges exceeds five million
and the number of nodes exceeds 30.000, I had to implement some iterative function-
alities, although in the classic format they are recursively coded. Here I refer mainly
to the iterative implementation of Tarjan’s algorithm for determining strongly con-
nected components. This implementation was used in reduction four and as part of

the checker program.

5.1 Complexity Analysis

Both selection criteria are simple but not always optimal, adding significant ben-
efits. Implying only the number of adjacent neighbors allows some reductions to be
performed efficiently using hash sets, keeping most of the data in memory. After each
update of the graph, reductions one and two can be applied in O(1). Reduction three
is implemented in O((|V'| + |E|) - log (]V])) and reduction four in O(|V| + |E|). The rest
are run only for vertices with degrees bounded by a small constant, and I assume the
complexity is O(|V| + |E|). The first two reductions are run after each graph change.
The others are run after each loss of around 5% —25% of the number of edges. For every
iteration among 7" ones, I choose to restore around 30% of the vertices into the acyclic
remainder and run the local search. As an instance can be reduced in linear time to a
graph with |V| < |E|, the final complexity of the program is O(T - (|V| + |E| - log |E|)),
based on Master’s Theorem [22], where T" is the number of local searches. T'is a pa-

rameter bounded by the time limit.
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Chapter 6

Unsuccessful Optimizations

One idea I tested was to change the output of the solver. Instead of finding a
DFV S as small as possible, it aimed to find a DAG as large as possible. The main
difference is that within the heuristic selection, the least promising node is chosen now.
However, on tests with a large number of nodes and with a vast number of edges, the
number of edges was growing too much after every merge of the heuristically selected
node, and, on some tests, the memory limit for the stack was exceeded.

In order to optimize the source code, to make it run faster or consume less mem-
ory, I tried different experiments. The main focus was on the data structures used.
Therefore I tried to find faster variants to replace the unordered sets.

I built several custom hash tables to keep lists of adjacency. Following the change,
however, the running time was not stable as I could not find a large prime number that
would form the buckets as uniform as possible for all local instances. The complexity
on the insert is O(1), and in search and delete it depends on the size of the bucket, but
the average is still O(1).

In practice, this hash is represented as an array with the size of the maximum
number of numbers that can simultaneously be present in the hash. When I want to
insert an item, priority is given to the free positions where a number has been deleted
over the unused ones. Free positions are held in a stack. Each item also carries a pointer
towards the next item from the same bucket. When I want to search, I go through the
element by element with those pointers. A delete operation implies a search in which I

modify the element predecessor’s pointer and put the element’s position in the stack.

20



Chapter 7

Conclusion and Future Work

Following this process, I developed an efficient heuristic solver that finds a Di-
rected Feedback Vertex Set Problem. The solver is public and free to use. Below is the
ranking of the contest after more than two months since submissions became avail-
able. This ranking is built on the public instances. The final version of the scoreboard
includes the results obtained on all the 200 tests, and it is expected to be published at
the end of July 2022.

I hope that through this solver, I can open a way to new heuristics with even bet-
ter performance. For example, I propose a hybrid between the algorithm described and
a genetic algorithm. Another idea is to assign each node a specific probability of being
inserted or not into the solution within the heuristic selection based on a previously

trained neural network.
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